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Presentation	overview
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• Data	and	simulation
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• Percentage	best	of	aggregation	approaches
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Introduction	and	background	information

• Temporal	aggregation	rules/approaches
• Aggregate	forecasts	(Bottom-Up	approach	– BU)
• Overlapping	Aggregation	(OA)
• Non-Overlapping	Aggregation	(NOA)

• Forecast	combinations
• Straight	averages
• Polynomial	potential	aggregation	rule	(Machine	Learning	Polynomial	–
MLP)
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Background	- Temporal	aggregation	rules

• Aggregate	Forecasts	(Bottom-Up	approach	– BU)
• Aggregate	the	forecasts	across	a	lead	time

• Overlapping	temporal	Aggregation	(OA)
• Aggregate	time-series	through	a	sliding	window	approach
• Each	data	point	used	m	times

• Non-Overlapping	temporal	Aggregation	(NOA)
• Aggregate	time-series	through	a	moving	window	approach
• Each	data	point	used	once
• The	non-overlapping	temporal	aggregation	approach	has	been	the	main	focus	of	the	
literature.	
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Background	- Temporal	aggregation	rules
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Background	– Forecast	combinations

• Combining	has	long	been	widely	considered	to	be	beneficial	for	
forecasting	in	various	fields	(Clemen,	1989)	
• Combination	of	different	forecasting	methods	(statistically	or	otherwise	
derived)
• Combination	of	forecasts	calculated	from	different	temporally	aggregated	
frequencies	(mostly	NOA;	e.g.,	Athanasopoulos	et	al.,	2017;	Kourentzes	
2014)
• In	the	current	work	we	explore	the	combination	of	forecasts	calculated	
from	different	aggregation	rules	(BU,	OA,	NOA)
• This	can	be	used	in	parallel	with	all	the	other	methods
• To	the	best	of	our	knowledge	the	first	attempt	at	this

6



Background	– Forecast	combinations:	
forecasting	methods
• He	and	Xu	(2005)	proposed	a	self-organising forecast	combination	method	
and	showed	it	outperformed	linear	and	neural	network	combination	
approaches
• Kolassa	(2011)	propose	the	use	of	Aikake weights	on	exponential	smoothing	
forecasts	and	show	that	it	consistently	outperformed	the	use	of	single	’best’	
forecasts	(when	those	were	selected	by	information	criteria)
• Simple	combination	approaches	seem	to	perform	reasonably	well	compared	
to	more	complex	ones	(Clemen,	1989;	Hibon and	Evgeniou,	2005;	Jose	and	
Winkler,	2008)
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Background	– Forecast	combinations:	
temporal	aggregation
• Combinations	can	lead	to	forecast	accuracy	improvements	(Andrawis et	al.,	
2011)	
• Kourentzes	et	al.	(2014)	recommended	using	multiple	levels	of	TA	and	
combining	the	separate	forecasts	(MAPA)
• Benefits	from	managing	the	modelling	risk,	utilises	the	established	gains	of	forecast	combination	
(Barrow	and	Kourentzes,	2016;	Blanc	and	Setzer,	2016)

• Since,	modelling	with	multiple	TA	levels	has	been	used	successfully	to	
intermittent	demand,	promotional	modelling	and	inventory	management	
(Petropoulos	and	Kourentzes,	2014;	Kourentzes	and	Petropoulos,	2016;	
Barrow	and	Kourentzes,	2016)
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Methodology
• Forecasting	methods
• Temporal	aggregation	and	combination	approaches
• Performance	measurement
• Data	and	simulation
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Methodology	– Forecasting	methods

• Exponential	Smoothing	(ES)	state	space	family	of	models:	ETS	
(Error,	Trend,	Seasonality)	(see	Athanasopoulos	2021,	or	
Hyndman	et	al.,	2008)
• The	trend	and	seasonality	components	can	be	none	(N),	Additive	(A)	or	multiplicative	(M)
• The	trend	can	additionally	be	damped	or	not
• The	error	term	can	also	be	additive	(A)	or	multiplicative	(M)

• AutoRegressive Integrated	Moving	Average	(ARIMA)	models
• We	use	automatic	ETS	and	ARIMA	from	the	fable	package	in	R
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Methodology	– Aggregation	and	
combination	approaches
• The	three	aforementioned	aggregation	approaches	independently
• Straight	averages
• The	average	approach	is	an	equal	weight	combination	of	Bottom-Up	(BU),	
Non-overlapping	(NOA)	and	Overlapping	(OA)	temporal	aggregation	
approaches.

• Polynomial	potential	aggregation	rule	(Machine	Learning	
Polynomial	– MLP)	(learning	mechanism)
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Methodology	– Performance	measurement

• Mean	Absolute	Scaled	Error	(MASE)	(Hyndman	and	Koehler,	
2006)
• Absolute	errors	of	out	of	sample	errors	are	scaled	by	the	mean	absolute	
error	of	the	one	step	ahead,	in	sample	naïve	forecasts

• Mean	Absolute	Percentage	Errors	(MAPE)	were	also	calculated	but	
omitted	
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Methodology	- Data
• Quarterly,	monthly	and	daily	subsets	of	M4	forecasting	competition	(Makridakis	et	al.,	2018)	datasets	to	
evaluate	empirically	the	forecast	accuracy	of	five	approaches	for	a	given	forecasting	method

• M4	datasets	include	time	series	from	various	sectors	such	as	demographic,	industry,	finance,	
economics,	and	others.
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Methodology	- Simulation
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Methodology	- Simulation
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Methodology	- Simulation
• Lead-time	forecasts	equal	to	the	aggregation	levels

• Quarterly	time	series,	m	=	2,	4	(annual	and	semi-annual)	
• Monthly	time	series,	m	=	2,	3,	4,	6,	12	(bi-monthly	to	annual)	
• Daily	time	series,	m	=	2,	3,	4,	5,	6,	7	(2	days	to	1	week)(7	days)

• Rolling	origin	forecast	evaluation	to	determine	the	forecast	accuracy	of	
each	approach,	for	a	given	forecasting	method	and	aggregation	level.	
• We	use	the	training	set	to	generate	the	forecast	for	the	first	given	lead-time	in	the	
out-of-sample,	followed	by	computing	the	error	metric.	

• Then,	we	include	one	new	observation	in	the	training	set	and	continue	the	
process	until	the	number	of	observations	left	in	out-of-sample	equals	the	
aggregation	level.	This	will	be	the	last	generated	forecast.

• Supercomputing	facilities	were	used	to	run	the	experiment.	The	
computational	time	was	9	weeks.
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Results

• Percentage	best	of	aggregation	approaches
• Simply	how	many	times	approach	A	outperformed	approach	B

• Performance	of	combinations
• As	measured	by	mean	absolute	scaled	error	(MASE)

• All	results	are	statistically	significant	according	to	the	Multiple	
Comparison	with	the	Best	(MCB)	method	(Demšar,	2006)
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Results	-
Percentage	
best	TA	

(Quarterly)
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Results	-
Percentage	
best	TA	
(Monthly)
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Results	-
Percentage	
best	TA	
(daily)
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Results	summary	– Percentage	best

• When	forecast	over	lead-time	is	required,	TA	approaches	might	
not	always	provide	more	accurate	forecasts.	
• BU	is	a	reliable	competitor	(almost	50%	percentage	best	– 75%	for	
daily)	regardless	of	whether	there	is	any	pattern	such	a	trend	or	
seasonality	in	the	time	series	
• Temporal	aggregation	approaches	for	time	series	with	seasonality	
and	trend are	slightly	better	compared	to	no	trend	and	seasonality
• BU,	overlapping	and	Non-overlapping	temporal	aggregation	may	
have	their	own	merits	and	areas	of	comparative	overperformance	
which	is	part	of	the	motivation
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Results	- Performance	
of	combinations	
(Quarterly,	ETS)
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Results	- Performance	
of	combinations	
(Monthly,	ETS)
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Results	- Performance	
of	combinations	
(Daily,	ETS)
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Results	summary	– Performance	of	
combinations
• Quarterly:

• MLP		best	for	the	annual	lead-time,	while	it	is	the	second	best	to	forecast	semi-annual	lead-time,	regardless	of	the	forecasting	method.	
• BU	approaches	is	a	competitive	approach	in	both	cases.	
• Using	the	simple	average	combination	does	not	improve	forecast	accuracy.	Both	BU	and	MLP	show	less	variation	compared	to	other	approaches.	
• Performance	is	not	affected	by	different	patterns

• Monthly:	
• MLP	approach	outperforms	all	other	approaches,	regardless	of	the	forecasting	method	employed,	gains	increas with	the	lead-time.
• BU	approach	is	the	second-best	approach,	followed	by	simple	average,	overlapping	and	non-overlapping	temporal	aggregation.	BU	becomes	more	

competitive	when	forecasting	bi-monthly	lead-time
• MLP	approach	shows	less	variation	in	the	performance,	followed	by	BU.	Regardless	of	the	existing	pattern	and	the	forecasting	method,	MLP	

approach	is	always	the	most	accurate	approach.	

• Daily:	
• Both	MLP	and	BU	approaches	provide	accurate	results
• MLP	becomes	more	accurate	for	longer	lead-time,	BU	is	more	accurate	for	shorter	lead-time.	
• Time	series	with	trend	component	and	no	seasonality,	MLP	is	more	accurate.	
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Conclusions

• The	superior	performance	of	MLP	is	due	to	the	online	adjustment	
of	the	combination	weights.	MLP	takes	the	past	forecasting	loss	
into	account	and	penalises the	poor	approaches.
• Neither	of	the	individual	approaches	have	an	overall	win on	
forecasting	accuracy.
• Performance	of	BU	and	to	an	extent	OA	are	perhaps	surprising
compared	to	NOA.
• Simple	average	combinations of	these	forecasts	are	also	
underperforming.	
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Further	research
• The	proposed	framework	could	be	replicated	with	intermittent	time	
series.
• Aggregating	forecast	and	aggregating	time	series	through	temporal	
aggregation	may	lead	to	forecast	improvement,	but	the	conditions	for	
this	improvement	remain	unclear.
• More	empirical	investigation	is	required	to	examine	the	performance	of	
temporal	aggregation	with	weekly,	daily	and	sub-daily	time	series.
• The	current	work	can	be	extended	to	cover/combined	with	approaches	
such	as	MAPA	and	temporal	hierarchies.
• While	this	study	focused	on	lead-time	forecasting,	a	further	
investigation	is	needed	to	evaluate	the	performance	of	proposed	
forecast	combination	approach	when	producing	forecasts	at	the	
original,	higher	frequency.
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Thank	you	very	much!	Happy	to	discuss.
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